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A B S T R A C T

People using online social networks (OSNs) exchange information through posts of multimedia content,
which may contain others’ information. Our study contributes to the privacy literature by examining
individuals’ perceptions of the risk their OSN activity poses to others’ information. We introduce the
concept “perceived shared risk,” which includes OSN users’ perceived severity and susceptibility of
exposing others’ information. Results indicate culture, concerns regarding one’s own information, and
Facebook information disclosure self-efficacy influence both risk components. We also identify a
correlation between perceived shared risk and the use of OSN privacy controls.
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1. Introduction

Online social networks (OSNs) have gained widespread
acceptance across the globe as a platform for online socialization.
One consequence of socializing (through online and offline) is that
other people are often referenced as they are frequently a part of
our daily activities and important events. When we talk about, or
show pictures of, events in our lives, we often discuss the
participation of others in those activities or show group pictures
from the events. Consequently, while relating our life events, we
share information about others. For example, an individual may
take a picture of his or her child and the child’s friend at a birthday
party and post it on Facebook. In so doing, that individual is
exposing the information related to both his or her own child (e.g.,
image) and the other child (e.g., the identity of the other child). In
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this scenario, the individual is also exposing some of his or her own
information (e.g., the identity of his or her child) and similar
information related to the parents of the other child. Of interest in
the present study is whether the person who shares information
through an OSN is considering the risk that he or she poses to
others whose information is being shared through the user’s OSN
activity.

Posting a picture of one’s child and the child’s friend at a
birthday party on an OSN is a common practice in today’s society.
However, this example illustrates the concept of co-owned
information from the theory of Communication Privacy Manage-
ment (CPM) [1]. For example, the photographer parent who took
the picture regards the image as his or her property. The child of
the photographer is also a stakeholder of the image because it is an
image of the child. The child’s friend would have a similar interest
in the image. In addition, the other parents may feel ownership of
the photo because it also depicts their child. Finally, the individuals
holding the birthday party may feel that they also deserve
ownership of the photo. Thus, the photo is co-owned information,
and its sharing may impact each of the owners. Although concern
over the exposure and use of one’s own information has been
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frequently studied, individuals’ perceptions of the risk their OSN
activity poses to others’ information has not been well studied. The
latter is an important first step in studying the intricacies of
information disclosure decisions in situations where information
is co-owned.

In the case of co-owned information, there are many possible
undesirable consequences of information disclosure to individuals
with an ownership stake. The consequences can be exacerbated in
an online environment in ways that are often difficult for users to
envision. Suggested consequences include “inadvertent disclosure
of personal information, damaged reputation due to rumors and
gossip, unwanted contact and harassment or stalking, surveil-
lance-like structures due to backtracking functions, use of personal
data by third-parties, and hacking and identity theft” [2,p. 84].
Thus, it is crucial to understand individuals’ perceptions of the risk
their OSN activity poses to others’ information, what influences
that perception of risk, and how the perception of that risk affects
the privacy mechanisms that may protect co-owned information.

Privacy research in the information systems (IS) literature has
evolved from investigations of individual privacy concerns
regarding the way companies handle one’s information to a more
diverse array of concerns, such as how peers handle one’s
information, as OSN use has become mainstream. Early privacy
research in the IS literature focused on individuals’ concerns over
specific collection and mishandling of their own personal
information by companies. For example, individuals’ concerns
over collection of personal information, unauthorized secondary
use, improper access, and handling errors by companies were
analyzed by Smith et al. [3]. Later studies explored concerns over
collection, control, and awareness in the context of personal
information disclosure to companies and suggested that these
Internet users’ information privacy concerns positively influence
risk beliefs, which are defined as “the expectation that a high
potential for loss is associated with the release of personal
information to the firm” [4,p. 341]. Dinev and Hart [5] explored
how individuals’ risk beliefs influenced their willingness to
disclose their information to e-commerce companies. They
categorized two constructs under the category “risk beliefs”
(Internet privacy concerns and perceived Internet privacy risk) and
suggested that Internet privacy concerns comprised an individual’s
concern that his or her personal information might be misused,
which was modeled as being influenced by perceived Internet
privacy risk that was defined as general concerns about a company
misusing collected personal information [5]. The authors took a
similar modeling approach to explore cross-cultural differences in
personal information disclosure to e-commerce companies [5].
More recent research has modeled perceived risk as “a function of
perceived benefits of information disclosure, information sensi-
tivity, importance of information transparency, and regulatory
expectations” and measured it by looking primarily at perceived
access or loss of personal information [6,p. 302]. Dinev et al. [6]’s
model also suggested that individuals’ perceived privacy was
influenced by perceived information control and perceived risk.
This brief review illustrates that privacy studies in IS have
primarily focused on individuals’ concern over the disclosure
and handling of their own information by companies online. Only
recently have IS studies begun to consider a wider swath of
information disclosure considerations. For example, noting the
importance of co-owned information and the uniqueness of
information disclosure decisions on OSNs, Chen et al. [7] explore
individuals’ concern over their personal information being
disclosed by their peers. Our study contributes to this body of
literature by focusing on the exploration of individuals’ percep-
tions of the risk that their own OSN activity will pose to others. We
provide a unique perspective because our study examines
individuals’ perception of how their own OSN behavior impacts
other people rather than how the actions of other people or
organizations affect their own privacy. Further, we provide insight
into how the consideration of others affects one’s OSN use
decisions.

We introduce the interpersonal concept of perceived shared risk
of exposing others’ information and conceptualize it as having two
components typically associated with risk: (1) the perceived
severity of exposing others’ information as a result of a user’s OSN
use and (2) the perceived susceptibility of others to information
exposure as a result of a user’s OSN use. Previous literature [8] has
explored privacy with the theoretical lens of the protection
motivation theory (PMT), suggesting that the motivation to protect
oneself from harm (e.g., privacy invasion) stems from an
assessment of both the perceived susceptibility of the entity to
the risk and the perceived severity of realization of the risk (e.g.,
information exposure). The assessment of the severity and
susceptibility of the risk (in our case, severity and susceptibility
of others’ information exposure through a user’s OSN use) may
influence whether behaviors to mitigate the perceived risk are
enacted (e.g., privacy controls).

Furthermore, we examine several antecedents and covariates
that have been noted in the literature as having an influence on
how risk and privacy are managed. First, we collect data in both the
United States and South Korea to explore the relationship between
culture and perceived shared risk. Previous studies have suggested
cultural distinctions in how privacy, risk, and decision-making for
others are considered [1,9–15]. Second, we examine the relation-
ship between perceived shared risk and the commonly measured
“concern for information privacy” (CFIP), which measures individ-
ual perceptions of the sharing and use of one’s own information.
Previous work on risk has suggested that people consider social
values, norms, and training when making decisions for others
[10,16]; thus, we explore the relationship between an individual’s
concern for their own information and the perception of how their
OSN activity may impact others’ information. Third, we examine
the relationship between Facebook information disclosure self-
efficacy, which addresses the perceived competency of the user
regarding information disclosure on Facebook, and perceived
shared risk. Previous research has suggested that users with a
higher self-efficacy in different types of OSN use are likely to have
increased socialization and information disclosure (e.g., have more
friends, share more information about themselves), be exposed to
more risk from their use, and be considerate of outcomes in
evaluating their competency [8,17–20]. Therefore, we explore if
individuals’ perceived competency with actions of sharing
information on OSNs will influence how they see the risk of those
actions to others. In addition, we test several covariates that have
been associated with personal privacy and risk in previous
research. Finally, we test the influence of perceived shared risk
on the use of Facebook privacy controls that could be leveraged to
protect others’ information.

By many measures, socialization using online platforms has
become extremely popular. Facebook, in particular, has experi-
enced unparalleled popularity. A recent Nielsen survey found that
Americans spend more time on Facebook than on any other
website [21]. As of December 2015, Facebook claims 1.04 and 1.59
billion active daily and monthly users, respectively (http://
newsroom.fb.com/Key-Facts). A recent Pew Internet report on
Facebook usage found that the highest usage activities on Facebook
were those that involved other people’s content, such as
commenting on someone else’s post or photo or “Liking” content
another user posted [22], which points to a trend of using Facebook
in an increasingly public and interactive style. In fact, it has been
suggested that “mass adoption of social-networking websites of all
shapes and sizes points to a larger movement, an evolution in
human social interaction” [23]. Thus, individuals must adapt to the
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emerging peculiarities of socialization over the Internet, one
component of which is the determination of how to consider
others while interacting socially online. Because Facebook is one of
the most popular and frequently investigated OSNs in the
literature, we chose to focus our efforts on how Facebook users
perceive their own activities as affecting the privacy of others.

It has become increasingly challenging to monitor the
information about oneself that is broadcast online, resulting in
online reputational concerns plaguing individuals and companies
[24]. The possibility of the permanence and broad dissemination of
shared information are suggested as distinguishing characteristics
that change the nature of communication in an online environ-
ment [25]. Because tools to control the spread of one’s information
are limited, individuals must often rely on the good judgment of
others to protect their information from broad public exposure.
Thus, it is extremely important to measure an interpersonal
perception of shared risk—the perception of one’s own culpability
in exposing others’ information. Our study takes one of the first
steps toward examining this phenomenon.

The remaining paper is organized as follows. In Section 2, we
establish the theoretical foundation for our hypotheses. The
methodology and the analysis of the theoretical model are
presented in Section 3. A discussion of the results and their
implications are provided in Section 4, followed by contributions,
limitations, and ideas for future research in Section 5 and
concluding remarks in Section 6.

2. Theoretical foundation and hypotheses development

Fig. 1 provides a high-level overview of our research model. Our
primary contribution is to introduce the concept of perceived
shared risk of information exposure and better understand its
Fig. 1. Conceptual Model to Study Perceived
implications in an OSN environment (i.e., Facebook). In the next
section, on the basis of previous literature, we conceptualize
perceived shared risk of information exposure as having two
components: the susceptibility of others to information exposure
by one’s own Facebook activity and the severity of the possible
exposure. Ideally, it would be valuable to determine if perceived
shared risk will influence behaviors that could protect privacy.
However, we take an initial step toward this goal by examining
whether others’ considerations influence the decision to use
Facebook privacy controls. This behavior could be leveraged to
protect others’ information; that is, one could limit others’
information exposure through the application of Facebook privacy
controls.

We examine the factors that may influence perceived shared
risk of information exposure. Specifically, we examine (1)
collectivistic/individualistic cultural orientation, (2) individual
CFIP, and (3) Facebook information disclosure self-efficacy. We
develop the argument for these relationships in the following
sections. In addition, we examine several covariates commonly
associated with risk: gender, age, and experience duration. Our
model provides a unique examination of the consideration of the
exposure of others’ information by Facebook users.

2.1. Introducing the concept of perceived shared risk and exploring its
influence on privacy protection behaviors

In this study, we center our model on a conceptualization of
perceived shared risk of information exposure that explores how
an individual perceives the potential for his or her OSN activity to
threaten the privacy of other individuals. Therefore, we provide a
complementary view to those studies that have examined
perceived privacy risk or privacy concern related to one’s own
 Shared Risk of Information Exposure.
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information [5,6,8,9,17,26–29] or individual privacy concern
regarding peer disclosure of one’s own information [7]. To
formulate perceived shared risk, we draw on the PMT [30,31]
description of risk as consisting of two components: susceptibility
and severity. This approach has been previously used to study
individual privacy by Youn [8,17] and Youn and Hall [28], and we
assert that the threat landscape in the context of our focal
phenomenon is consistent with the traditional threat landscapes
evaluated through the theoretical lens of the PMT. Drawing on this
foundation, we propose that for the OSN user to fully assess the risk
of exposing others’ information, he or she must consider both the
susceptibility of the other party to unwanted exposure and the
severity of the impact of the exposure. Perceived susceptibility
refers to an individual’s perception of the likelihood of an event
happening to an individual. In the focal context, this means
examining the Facebook user’s perception of the susceptibility of
other people to information exposure as a result of the user’s
Facebook activity. Perceived severity reflects the magnitude of the
possible effect of the occurrence of an event. In our study, the event
encompasses negative consequences resulting from a user
exposing someone else’s personal information through the user’s
activity on Facebook.

Most privacy studies in IS have been concerned with how
individuals view issues related to the disclosure and use of their
own personal information. Two concepts are common in the IS
literature on individual privacy: perceived risk and concern for
privacy [5,6,9,26,27,29]. Perceived risk revolves around an
individual’s perception of how personal information could be
misused in general [5] or “the expectation that a high potential for
loss is associated with the release of personal information to the
firm” [4,p. 341]. For example, does the individual believe that any
individual’s information transmitted over the Internet could be
misused or given to a third party without the owner’s consent?
Concern for privacy typically refers to individual’s concerns about
what will happen to his or her information once he or she has
submitted that information online [5]. For example, is the
individual worried about what will be done with the information
he or she shares or whether someone else will be able to locate that
information?

In other words, individual perceived risk in IS privacy studies
often relates to individual perceptions of the likelihood of (usually
unwanted) information exposure in general, whereas concern for
privacy represents the individual’s worry over unwanted exposure
or misuse of his or her personal information in particular, thus
providing a view of the importance that an individual attaches to
privacy. These two concepts are theoretically aligned with
susceptibility to information exposure, often labeled “perceived
privacy risk” or “perceived vulnerability,” and severity of
information exposure, often labeled “privacy concern.” In fact,
perceived privacy risk and privacy concern have been categorized
together under “risk beliefs” in past studies [5].1
1 The IS literature has exhibited inconsistencies in the use of the terms “privacy
concern” and “risk.” We have relied on our references for our definitions of the
constructs. For example, Dinev and Hart [5] introduced the “concern for privacy”
scale that we adopted in the current study, and we retained their terminology. We
explored individuals’ perceptions of the risk or threat they pose to others’
information by modeling risk as perceived susceptibility and severity, adapting
scales developed for measuring these constructs in the context of protection
motivation [8,28,32]. Our risk constructs explore individuals’ perceptions of
severity and susceptibility of disclosure of others’ information resulting from the
individual’s OSN use, which distinguishes our constructs from any others in the IS
literature with regard to the ownership considerations of the information being
disclosed. Although this characteristic differentiates our study from previous work,
it also illustrates a need for explicitly differentiating privacy concern and risk in the
IS literature and opens the door for future research to further explore privacy
perceptions with regard to various forms of co-owned information.
PMT describes motivation as a “positive linear function of the
belief that an individual is susceptible to the perceived risk and the
perceived risk is severe” [8,p. 92–93]. Youn [8] originally
interpreted individual information disclosure risk as susceptibility
and severity and suggested that both negatively impacted the
intention to disclose personal information in her study of
information disclosure by teenagers. Youn [8] also suggested, in
accordance with PMT, that willingness to disclose individual
information would negatively impact certain privacy protection
behaviors in teenagers. Findings by Youn [8] suggest that although
severity negatively impacted personal information disclosure, the
relationship between susceptibility and personal information
disclosure was not significant. Youn’s [8] study also illustrated
that as information disclosure willingness decreased, the teen-
agers’ tendency toward behaviors such as providing inaccurate or
incomplete information increased. These results influenced Youn’s
[17] later work, which was still grounded in PMT, where the
conceptual model reflected the earlier findings to suggest that a
“vulnerability to risks” directly impacted “levels of online privacy
concerns.” This relationship is consistent with many IS privacy
studies that suggest perceived privacy risk [5,9] or perceived
vulnerability [29] directly influence individual privacy concern.
Youn [17] posited a direct relationship between privacy concern
and privacy protection behaviors (e.g., information fabrication or
seeking information from others to inform privacy decisions), and
the empirical results of their study indicated that as levels of online
privacy concern increased, the likelihood that respondents would
seek information from others and refrain from information
disclosure also increased.

Because individual privacy attitudes have previously been
modeled as having the dimensions of susceptibility (i.e., perceived
privacy risk or vulnerability) and severity of personal information
exposure or misuse (i.e., privacy concern) [5,6,8,9,17,26,27,29], we
follow a similar strategy to examine individuals’ perception of the
threat their OSN activity poses to others’ information. Moreover, in
previous studies, the relationship between susceptibility and
severity has either been omitted [8] or typically modeled as
susceptibility influencing severity [5,9,17,29]. We will propose the
latter approach (H1a) and argue that heightened awareness of
vulnerability to a threat often leads to increased perceptions of the
severity of that threat. Therefore, we suggest that as individuals’
perception of the susceptibility of exposing others’ information
through their own OSN use increases, the perceived severity of
such information exposure will increase as well. In addition, prior
research has suggested that susceptibility and severity may
influence website use and privacy protection behaviors
[5,8,9,17,27,28]. Similarly, we will examine the relationships
between the perceived susceptibility and severity of exposing
others’ information through OSN use and the use of Facebook
privacy controls.

Prior research has found mixed results between susceptibility,
severity, and privacy protection mechanisms (unwillingness to
disclose information, fabrication, privacy information seeking,
etc.) [5,8,9,17,27,28]. Although previous research has explored the
use of privacy protection mechanisms by OSN members, a
common theme among these studies is that even if the users
state that they are aware of the privacy risks associated with the
OSN, they do not limit their OSN use [2,33,34]. Research has shown
that individuals are often unaware that privacy-protecting
mechanisms are available, and furthermore, even if they are
aware, they often decline to use them [27,34,35]. Some of these
contradictions could be attributed to the interesting incongruity in
the use of privacy controls in an environment that counts on
content generation as its major resource. Privacy controls restrict
information flow through the OSN when widespread access by all
members is important to the success of the platform [36]. Prior
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studies do not show conclusive evidence for the use of privacy
mechanisms even when considering the user’s own protection
[e.g.,37,38]. Therefore, it is unlikely that our study will provide
strong support for the impact of perceived shared risk on the use of
privacy protection mechanisms. However, for the sake of
completeness and following similar argumentation from past
studies, we suggest that those with a higher perceived shared risk
of information exposure will be more likely to use Facebook’s
privacy controls because such a mechanism would at least reduce
the size of the audience to which other’s information was disclosed
(i.e., the scope of the information disclosure) (H1b and H1c).

Following the logic in the previous discussion, we propose the
following hypotheses:

H1a: An individual’s perception of the susceptibility of others to
personal information exposure as a result of his or her Facebook
activity is positively associated with the perceived severity of such
an exposure.

H1b: An individual’s perception of the severity of his or her
Facebook activity leading to the exposure of another person’s
personal information is positively associated with that individual’s
use of the Facebook privacy controls.

H1c: An individual’s perception of the susceptibility of others to
personal information exposure as a result of his or her Facebook
activity is positively associated with that individual’s use of the
Facebook privacy controls.

2.2. Antecedents of perceived shared risk

Many factors have been associated with individual privacy
concern, perceived privacy risk, or privacy rule development
[1,8,9,12,17,28,39,40]. Commonly included factors can be loosely
categorized into personal characteristics (e.g., cultural orientation,
gender, age, and personality traits) and contextual elements (e.g.,
domain knowledge, self-efficacy, privacy knowledge or awareness,
perceived benefits, and experience duration). There are many
differences in the form these constructs take, how they are
operationalized in the models, and which relationships are
proposed.

The primary contribution of our study is to introduce the
concept of perceived shared risk and to develop an instrument to
measure it. However, we also illustrate its use in the previous
section by exploring the association of perceived shared risk to the
use of Facebook privacy controls; similarly, in this section, we
provide an initial investigation into the drivers of perceived shared
risk. Although we leave more comprehensive examinations to
future work, choosing in this paper to concentrate on the
development of perceived shared risk, we begin an investigation
into the determinants of perceived shared risk by exploring in
detail one personal characteristic (cultural orientation) and one
contextual element (Facebook information disclosure self-efficacy)
frequently associated with individual privacy. In addition, we test
gender, age, and experience duration as covariates in our empirical
model below. Furthermore, because we introduce perceptions of
the risk of exposing others’ information, we explore the relation-
ship between an individual’s privacy concern for his or her own
information and perceived shared risk.

Thus, in what follows, we consider three antecedents to
perceived shared risk: individualistic/collectivistic cultural orien-
tation, concern for the privacy of one’s own information, and
Facebook information disclosure self-efficacy. These antecedents
and their associated hypotheses are described in the following
sections.

2.2.1. Individualistic/collectivistic cultural orientation
Culture has often been associated with privacy. For example, in

CPM, Petronio [1] argues that culture plays an important role in
developing privacy rules. Altman [41] suggests that the mecha-
nisms to regulate privacy may differ among cultures but that
privacy itself may occur as a process in all cultures. Similarly, Laufer
and Wolfe [11] propose that culture is an important environmental
element that influences privacy perceptions. Several IS studies
have incorporated culture into examinations of privacy or self-
disclosure in technology environments [9,12–15,42]. Likewise,
studies on risk have also explored the role of culture [43,44]. Well-
known cultural distinctions exist between Eastern and Western
cultures, and it has been suggested that a promising area of study is
to determine “how cultural differences in the way that we view our
social circles impact our willingness to share information online”
[45,p. 233]. Thus, our study examines the relationship between
individualistic/collectivistic cultural orientation and perceived
shared risk, which extends the exploration of culture and privacy
to encompass the considerations of others’ information. The
individualistic/collectivistic cultural distinction is particularly
relevant to our study because collectivists tend to focus on others
and consider themselves a representative of their in-group [46].
This is contrasted with the individualist’s focus on the self and
behavior that tends to place the self before others [46]. This
contrast in the espoused values held by OSN users is naturally
expected to be reflected in the perspectives on the impact of
information disclosure on others.

One of the most noted cultural differences is the importance of
independence or autonomy. Western cultures are described as
individualistic, whereas Eastern cultures are often referred to as
collectivistic. Individualistic cultures emphasize the importance of
maintaining one’s autonomy or independence from the group. In
individualistic cultures, individual success and being able to
accomplish things without other peoples’ help are often consid-
ered positive. However, in collectivistic cultures, the good of the
group is given preference over the needs of an individual [47].
Research has indicated that collectivists tend to define themselves
as an “aspect or representative” of the group and “tend to establish
more intimate, and long-lasting relationships than do individu-
alists” [46,p. 368–369]. The view of the individual’s place in the
world and his or her connection to the rest of society can vary
dramatically between cultures. This view is likely to influence how
an individual interacts with others and what elements of that
interaction are most crucial with respect to their own interests.
Cultural characteristics influence the ways in which individuals
consider outcomes and react in situations. In Eastern cultures, “the
symbolic boundary between the self and other such selves is
blurred and constantly negotiated through social interaction” [48,
p. 225]. Given this view of Eastern people as being embedded
within a collective, we argue that they will consider information
exposure differently than people in Western cultures.

Miltgen and Peyrat-Guillard [12] found that individuals from
cultures defined as collectivistic are more trusting and more likely
to self-disclose. In other words, collectivistic individuals share
information more readily with others; a collectivist may view
himself or herself as more likely to expose others’ information
because he or she is simply looser with information in general.
Furthermore, because collectivists tend to tie their self-definition
to the group and form more intimate relationships with others,
frequent information disclosure within a chosen group of friends
may be viewed as typical interaction. The interpretation would be
that the collectivist would perceive a high likelihood that his or her
Facebook activity would expose others’ information (H2b).

Following similar logic because the collectivist views others as
an extension of himself or herself (i.e., his or her self-concept is
grounded in the group), we argue that sharing information with
others may not be perceived as a privacy violation. In fact, Bellman
et al. [49,p. 315] suggest that collectivistic cultures “have a greater
acceptance that groups, including organizations, can intrude on
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the private life of the individual,” so it could be argued that
collectivists may not consider the exposure of others’ information
to be a negative event but rather a condition of living. Furthermore,
the literature on culture and risk has suggested that collectivists
have different perceptions of risk [43,44]. Specifically, research has
found that collectivists are more likely to receive help if something
goes wrong and are therefore less risk-adverse [43]. Subsequent
work suggested that collectivists did not necessarily have different
attitudes toward risk than individualists but rather that the
collectivists’ perception of the risk of the situation was different
[44]. In other words, collectivists may view a situation as risky but
not attach as much severity to the risk presented because they
believe the group will lend support should something go wrong.
Therefore, we argue that individuals with collectivistic tendencies
will be less likely to view their Facebook activity exposing others’
information to be severe (H2a).

2.2.2. Individual concern for privacy
A substantial body of research has studied online privacy

[e.g.,6,42,50]. One popular stream of research in the IS literature is
to examine antecedents to an individual’s concern for privacy. For a
valuable overview of this research, including a history of privacy
and technology, see Junglas et al. [40], Smith et al. [42], and
Bélanger and Crossler [50]. Much of this work has focused on the
users’ perceptions of how their information is treated by
companies or organizations [e.g.,3,4]. Thus, the components of
privacy concern are often related to the organization’s handling of
the information and privacy concern is used as an indicator to
examine why people may or may not participate in online
activities. For example, Smith et al. [3] proposed a multidimen-
sional scale to measure CFIP, which was later confirmed by Stewart
and Segars [51], and has been subsequently widely used in the IS
research to examine behavioral intent (e.g., intent to transact) and
privacy actions [50]. Dinev and Hart [5] developed an Internet
privacy concerns construct based upon CFIP [3,52] to further
examine online transactions. In the present study, we use a
modified version of this scale to examine the respondents’
(Facebook users’) concern for their own privacy on Facebook.

Rather than exploring factors influencing the formation of an
individual’s concern for his or her own privacy, we posit that OSN
users’ concern for their own information privacy will influence
their perception of the role that their activities have in posing a risk
to others’ information. Privacy concern has frequently been
modeled as both a dependent and independent variable in IS
research into various phenomena [42]. We suggest that people
with a high concern for their own privacy (a “private person”) will
naturally transfer that concern to others because they possess a
strong a priori privacy orientation. Because OSN use requires one to
share information that is typically considered personal, it is likely
that a private person would consider Facebook to be a privacy-
violating technology and would be concerned for his or her own
privacy on this platform. Previous studies of risk suggest that when
making decisions for others, people will consider social values,
norms, and training [10,16]. For example, one study found that
financial planners were more cautious regarding their client’s
money than their own and suggested this may be due in part to
training [16]. Thus, individuals who value their own privacy,
possibly as a result of viewing privacy as a social value, norm, or as
a result of training about consequences of information exposure,
may apply similar importance to the information of others.
Therefore, we hypothesize that an individual’s concern for his or
her own privacy will have a positive impact on the perceived
susceptibility of others to information exposure as a result of the
user’s Facebook activity (H3b) and a positive impact on the
perceived severity of another person’s personal information being
exposed as a result of that activity (H3a).
2.2.3. Facebook information disclosure self-efficacy
Self-efficacy is defined as “people’s beliefs about their

capabilities to produce designated levels of performance that
exercise influence over events that affect their lives” [53,p. 71].
Furthermore, Bandura [53,p. 71] suggests that “self-efficacy beliefs
determine how people feel, think, motivate themselves and
behave.” Similarly, we suggest that individuals’ confidence with
respect to operating in the environment (i.e., Facebook) in which
they are making information disclosure decisions will impact their
perceptions of the risk their Facebook activity poses to others’
information. Specifically, we suggest that individuals’ perceived
competency with actions of sharing information on the OSN will
influence how they see the risk of those actions to others. We
define Facebook information disclosure self-efficacy as the user’s
self-reported competency to perform information disclosure tasks
on the OSN.

Several forms of self-efficacy have been investigated in the IS
literature. One of the most widely applied constructs is computer
self-efficacy [54]. Internet self-efficacy has also been examined in
previous work [55,56]. Notably, Gangadharbatla [56] examined the
influence of Internet self-efficacy on the attitude toward social
networking sites. Thus, self-efficacy is measured in relation to the
environmental tasks of relevance. It has been recommended that to
examine self-efficacy, the tasks of most importance should be
carefully identified [57]. To this end, we consulted with domain
experts and previous surveys of Facebook usage to determine
common information disclosure tasks [22,58]. We incorporated
tasks that (1) involve information disclosure, (2) involve socializa-
tion with others on the OSN, (3) are frequently performed, and (4)
have different levels of difficulty [59]. To measure self-efficacy, our
items were based upon those found in Bélanger et al. [60].

Youn [8,17] included a concept called “persuasion knowledge”
in her examination of individual risk following a PMT conceptuali-
zation of susceptibility and severity. In these studies, Youn [8,17]
suggests that persuasion knowledge measures individuals’ confi-
dence in their ability to understand and cope with tactics
employed by marketers. She argues that such knowledge would
influence how teenagers perceive and cope with marketers’ data
collection and use practices. Similarly, we suggest that perceived
competency with information disclosure methods on Facebook
would influence how users perceive the risk to others that is
associated with their Facebook activity. Hsu et al. [18] argue that
self-efficacy is positively related to personal and community
outcome expectations in a study on knowledge sharing. They
suggest that individuals anticipate outcomes from the perfor-
mance of a task while evaluating their competency in performing
that task. Livingstone and Helsper [19], contrary to expectations,
found that online skills and Internet self-efficacy were associated
with more online risks being encountered rather than fewer.
Another study explored self-presentation self-efficacy on an OSN
and found those with a higher self-presentation self-efficacy had
more friends, completed more details in their profile, and had more
group memberships [20]. These studies indicate that as compe-
tency with the platform increases, it is possible that more activity
or socialization occurs, leading to the possibility of exposure to
more risks. Thus, we argue that increased perceived competency
with information disclosure activities on Facebook should corre-
spond with the user having a better understanding of the ways
information could be exposed and the consequences of the sharing.

Therefore, we expect that those users who report a high
Facebook information disclosure self-efficacy perceive a higher
susceptibility of others to information exposure as a result of their
Facebook activity (H4b) and attach a higher severity to the
occurrence (H4a). This is based upon previous research that has
suggested that users with a higher self-efficacy in different types of
OSN use are likely to have increased socialization and information
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disclosure (e.g., have more friends, share more information about
themselves), be exposed to more risk from their use, and be
considerate of outcomes in evaluating their competency.

3. Method and analysis

3.1. Scale development and survey administration

The survey instrument was developed by predominantly using
items adapted from existing IS literature (see Table 1). However, it
was necessary to fully develop one of the scales because the
construct had not previously been rigorously measured. We
followed recognized procedural methods to develop and adapt
the measurement scales [61,62]. To ensure that the questions
reflected the intent of the study, expert panels were consulted. The
expert panels consisted of individuals from two large US
universities and one Korean university. Both subject matter
experts and experts on survey development were recruited to
participate in the panels. The resulting three panels included
undergraduate and Masters students who were experienced
Facebook users, and PhD students and faculty members from
multiple departments who conduct academic research relying on
instrument development. We gave these experts the instrument
and an explanation of the study; we then asked them to comment
on the phrasing and the appropriateness of items for the intended
purpose. The resulting suggestions were cataloged and considered,
with most being adopted. The expert panel’s advice resulted in the
reformulation of several items, benefiting from multiple perspec-
tives, a practice which should ameliorate common method bias
[63,64].

Following the consultation of the expert panels, the resulting
instrument was pilot-tested using respondents from two large US
universities. A total of 84 responses were collected, of which 74
were usable. On the basis of the exploratory factor analysis (EFA),
several items were rephrased and a few items were dropped or
added. A second pilot of the survey was performed at one US
location. A useable sample of 72 responses resulted from the 92
surveys administered. The EFA indicated an acceptable factor
structure for this pilot. The data for both pilots were collected using
Qualtrics (http://www.qualtrics.com), an online survey provider.

The full data collection was conducted in both the USA and
South Korea. The instrument resulting from the expert panels and
the pilot studies was used. Again, Qualtrics was used to develop
and administer the survey online. Participation in the study was
voluntary, and respondents were recruited from two large
southeastern universities in the USA and three universities in
Korea. To recruit the participants, multiple instructors were asked
to provide their students with the link to the survey; links were
posted on class websites or were emailed to students. Anonymity
was ensured to all participants; this discourages participants from
answering what they consider is expected from them (social
desirability bias or acquiescence bias) and consequently amelio-
rates common method variance [63]. The Korean sample was
surveyed either in English or Korean depending on the primary
language used in classroom instruction at the university. The
Table 1
Sources for Survey Items.

Constructs: 

Individualistic/Collectivistic Cultural Orientation (CULTURE) 

Individual Concern for Information Privacy (PRIV) 

Facebook Self-efficacy (SEFF) 

Severity of Exposing Others (SEV) 

Susceptibility of Others to Exposure (SUS) 

Use of Facebook Privacy Controls (UPC) 
Korean students who were surveyed in English were sufficiently
proficient to attend part of their academic program in that
language. Because the survey items were adopted from papers
published in English-language scholarly journals, we translated
our instrument into Korean following the accepted procedures to
ensure translation quality; moreover, a back-translation procedure
was also used to verify the acceptability and cross-cultural
equivalence of the translation [66]. Those students whose
classroom instruction was in Korean were administered the
Korean version of the survey. We surveyed students because they
are very active Facebook users, our target demographic. The use of
students is appropriate if the students are familiar with the context
and phenomenon under investigation [67,68] and is especially
appropriate for this study because the demographics of Facebook
users matches our sampling frame [69,70]. It was necessary to have
only respondents who were active Facebook users participate in
the study; therefore, a filter question was posed at the beginning of
the survey asking if the respondents had logged into their Facebook
account several times in the last month. If they answered
negatively, they were thanked for their time and excluded from
further participation. The construct measurement items were
randomized using Qualtrics to reduce common method variance
[63]. In addition, attention trap questions were added to the online
instrument to allow for the removal of participants who may not
have been actively and cognitively engaged in taking the survey
[71]. The attention trap questions asked the participants to choose
a specific multiple-choice answer from the selection. Any
participant’s response that did not correctly address the attention
trap questions was expelled from the sample.

We obtained 912 responses from the USA and 573 responses
from Korea. Of the 912 US responses, 58 were eliminated because
the subjects were infrequent Facebook users. From the Korean
data, 122 responses were unusable because of infrequent Facebook
use. The manipulation check excluded 93 responses from the
Korean collection and 57 from the US collection. Responses in
which an answer to a construct item was left blank were also
omitted, resulting in the exclusion of 34 more responses (24 from
Korea and 10 from the USA). After the data were cleaned, the
number of usable responses from the USA equaled 787 and from
Korea equaled 334. This resulted in a final combined sample size of
n = 1121.

Demographic information was collected from the respondents
and is reported in Table 2. Although a little over half the sample
was male, this demographic category was relatively evenly split.
The majority of the respondents were college-aged students (18–
25 years). Most of the sample was either Caucasian or Asian-
Korean. Although some respondents reported some level of
employment, the majority of the sample was made of full-time
students.

Information regarding the respondents’ technical exposure was
also collected. In particular, the respondents were asked to provide
an opinion regarding their technical skill. The majority of the
respondents classified themselves as either intermediate or
advanced computer users. We were also interested in more
explicitly observing the extent of their Facebook use. The
Items Adapted From:

Hofstede [65], Srite and Karahanna [47]
Dinev and Hart [5]
Bélanger et al. [60]
Johnston and Warkentin [32]
Johnston and Warkentin [32]
Scale developed by authors

http://www.qualtrics.com


Table 2
Sample Demographic Information.

Gender Age (years) Ethnicity Employment Status

Male 573 18–20 623 Caucasian/White 629 Employed full-time 31
Female 548 21–25 434 African American/Black 86 Full-time student 955

26–30 38 Latino/Hispanic (White, Black) 18 Employed part time or looking for full-time work 12
31–35 14 Pacific Islander 1 Work part time and go to school part time 73
36–54 11 Native American/Indian 4 Unemployed, not looking for work 20

55 or Older 1 Middle-Eastern 3 Other 28
Mixed Race 11
Other 6
Asian-Korean 334
Asian-Not Korean 27
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respondents were asked to report the number of years they had
been on Facebook (i.e., experience duration) and how many
Facebook friends they had. The response indicates that the target
demographic was obtained because the majority of respondents
reported being on Facebook for 2 or more years and having more
than 100 friends. This indicates significant exposure to Facebook
and relatively large online social circles. This information is
detailed in Table 3.

The final items in the instrument, along with the mean and
standard deviation of each item resulting from the final data
collection, are provided in Table 4. Regarding the perceived shared
risk constructs, i.e., severity and susceptibility, the descriptive
statistics illustrated an interesting trend. The means for perceived
severity ranged from 3.7 to 4, which is close to “Agree,” and the
standard deviations were some of the lowest for the scale. This
indicates that the respondents consider that the consequences
would be severe if another person’s information was compromised
because of the respondent’s activity on Facebook. However, the
items for perceived susceptibility were noticeably lower, and the
standard deviations were higher. Thus, although the respondents
feel that sharing another person’s information through their use of
Facebook could have severe consequences, they do not strongly
feel that their use of Facebook is likely to result in such a sharing
(mean approximately 3 = “neutral” for susceptibility items). The
standard deviations for the perceived susceptibility items were
high, indicating some variation in opinion.

The means for the items regarding the privacy controls were all
between 3.8 and 3.9, which is close to “Agree.” In other words, the
respondents tended to agree that they use Facebook’s privacy
controls. However, the standard deviations for this set of items
were large. This implies that there is some use of the privacy
controls among the sample but that it is not consistent.

The antecedents to perceived shared risk in the model were
individual concern for privacy, individualistic/collectivistic cultur-
al orientation, and Facebook information disclosure self-efficacy.
The means for the culture items were between “disagree” and
“neutral,” which implied a sample that overall was more
individualistic than collectivistic. The responses from the USA
Table 3
Technical Exposure of Sample.

Technical Proficiency Length of Time on Facebook 

Novice 43 Less than 6 months 

Intermediate 661 6 months–1 year 

Advanced 412 1–2 years 

2–4 years 

4 or more years 
outnumbered the responses from Korea, but the means from solely
the Korean respondents indicated that they were not highly
collectivistic either. Our sample from Korea was young and the
survey included many English-speaking Koreans, both of which
could imply Western influence. The privacy items showed that the
respondents were concerned about the sharing or inappropriate
use of their own information (means between “neutral” and
“agree”). The Facebook information disclosure self-efficacy items
showed the highest means of the instrument, all between 4.4 and
4.5, and the lowest standard deviations. This indicates that the
respondents are confident in their ability to perform information
disclosure tasks on Facebook. In other words, they report a high
information disclosure self-efficacy with regard to Facebook.

3.2. Convergent validity, reliability, and discriminant validity

We ran our model in SmartPLS v. 3.2.1 and examined the output
for indications of convergent validity. One of the culture items
(CULTURE6) had a low factor loading (<0.30), and was therefore
removed from further analysis to improve the reliability of the
scale. Table 5 shows that all remaining items loaded cleanly on the
appropriate factors. Factor loadings greater than 0.7 are recom-
mended; however, with our sample size, loadings above 0.3 are
respectable [72]. All our loadings eclipsed the cutoff value.

The factor loadings largely confirm convergent validity, which
requires that all items within a factor be correlated with one
another. There were also no substantial cross-loadings (i.e. the
difference between any two cross-loadings is greater than 0.1,
indicating that an item loads higher on the relevant factor) [73].
Table 6 gives the construct correlations, which are all less than 0.4.
The low factor correlations, along with the absence of significant
cross-loadings, confirm discriminant validity. A second check for
discriminant validity can be conducted by examining the square
root of the average variance extracted (AVE), given in Table 6 on the
diagonal of the correlation matrix (i.e., the underlined value). It is
suggested that discriminant validity is indicated if the square root
of the AVE is greater than the correlations below it in the
correlation table for that construct [74], which is the case for all of
Number of Friends on Facebook

19 1–30 18
44 31–100 58
184 101–300 222
278 301–500 261
596 501–1000 311

1001+ 251



Table 4
Descriptive Statistics for Survey Items.

Construct
Indicator

Item Mean Std. Dev.

SEV1 The posting of somebody’s personal information resulting from my Facebook activities could have severe consequences for that
other person.

3.72 0.915

SEV2 If I shared somebody’s personal information through Facebook, it could be harmful for that other person. 3.97 0.870

SEV3 If another person’s personal information was exposed by my use of Facebook, this could be significant for that person. 3.90 0.837

SEV4 It could be unfortunate for a person if his or her personal information was spread by my Facebook activity. 4.01 0.848

SUS1 It is possible that other people’s personal information may be shared by my use of Facebook. 3.50 1.036

SUS2 If I use Facebook, it is likely that the personal information of some other people may be posted. 3.30 1.059

SUS3 Others may experience leaks of personal information because of what I do on Facebook. 2.99 1.085

SUS4 By using Facebook, I risk exposing others’ personal information. 3.44 0.996

UPC1 I use the privacy controls provided by Facebook. 3.91 1.144

UPC2 I control how I connect with people by managing the privacy settings provided by Facebook. 3.85 1.107

UPC3 I edit privacy settings provided by Facebook to control the viewership of the content I post. 3.80 1.148

CULTURE1 Being accepted as a member of a group is more important than having autonomy and independence. 2.64 0.911

CULTURE2 Being accepted as a member of a group is more important than being independent. 2.68 0.927

CULTURE3 Group success is more important than individual success. 2.98 0.908

CULTURE4 Being loyal to a group is more important than individual gain. 3.15 0.967

CULTURE5 Individual rewards are not as important as group welfare. 2.75 0.914

CULTURE6 It is more important for a manager to encourage loyalty and a sense of duty in subordinates than it is to encourage individual
initiative.

3.20 0.923

PRIV1 I am concerned that information I submit on Facebook could be misused. 3.60 1.005

PRIV2 I am concerned because information I transmit on Facebook can be intercepted by third parties. 3.61 0.945

PRIV3 I am concerned about submitting personal information on Facebook because of what others might do with it. 3.65 0.961

PRIV4 I am concerned about submitting personal information on Facebook because it could be used in a way I did not foresee. 3.75 0.923

SEFF1 I know how to post pictures on Facebook. 4.48 0.710

SEFF2 I know how to update my status. 4.52 0.650

SEFF3 I know how to tag people on Facebook. 4.40 0.802

SEFF4 I know how to post something to a friend’s wall. 4.49 0.708

(5-Point Likert Scale: 1 = Strongly Disagree to 5 = Strongly Agree).
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our constructs. Thus, both tests confirm discriminant validity,
which indicates that the factors are distinct.

SmartPLS provides several statistics that can be used to
examine the reliability of the instruments: Cronbach’s alpha,
composite reliability (CR), and the AVE. These statistics indicate
how reliable the instruments may be over time [75]. A Cronbach’s
alpha of greater than 0.7 is indicative of good reliability [76,77]. A
CR of greater than 0.7 is also suggestive of good reliability, and it is
recommended that the CR be greater than the AVE [72]. It is also
suggested that the AVE should be greater than 0.5 [72,74]. All our
scales have Cronbach’s alphas and CRs of greater than 0.70, which
is indicative of reliability. Furthermore, in each case, the CR is
greater than the AVE. However, although the AVEs for all other
scales are greater than 0.5, the culture scale has an AVE of less than
0.5 (0.434); although the other reliability statistics hold for the
culture scale, the low AVE could indicate reliability issues with the
culture scale. However, this scale is very widely used in IS research
[47,65], and most of the reliability statistics are acceptable, so we
used it to examine culture in our study. Future work should explore
alternatives to this scale.

3.3. Cross-cultural equivalence

Because we used respondents from two different countries, a
brief discussion of cross-cultural equivalence is necessary.
Specifically, it is necessary to check for construct bias, method
bias, or items bias [13]. First, to address construct bias, a factor
analysis was performed separately on each country’s data to
determine if the results were similar. The same factor structure
was obtained for both subsamples of the data, which indicates that
our constructs were interpreted similarly in both countries (a lack
of construct bias).



Table 5
Cross-loadings Table.

Factor

1 2 3 4 5 6

UPC1 �0.102 0.206 0.212 0.153 �0.047 0.928
UPC2 �0.094 0.196 0.217 0.139 �0.015 0.932
UPC3 �0.088 0.210 0.188 0.166 �0.024 0.941
SEV1 �0.035 0.329 0.123 0.767 0.327 0.134
SEV2 �0.071 0.270 0.176 0.777 0.220 0.131
SEV3 �0.046 0.295 0.223 0.792 0.306 0.118
SEV4 �0.034 0.290 0.227 0.760 0.230 0.128
SUS1 0.053 0.221 0.138 0.278 0.811 �0.018
SUS2 0.097 0.207 0.064 0.198 0.747 �0.035
SUS3 0.134 0.259 0.013 0.216 0.778 �0.058
SUS4 0.080 0.278 0.121 0.369 0.755 0.006
SEFF1 �0.020 0.120 0.877 0.217 0.117 0.183
SEFF2 �0.060 0.153 0.901 0.241 0.091 0.199
SEFF3 �0.060 0.078 0.852 0.168 0.080 0.215
SEFF4 �0.055 0.148 0.889 0.214 0.103 0.181
CULTURE1 0.919 0.059 �0.070 �0.071 0.103 �0.071
CULTURE2 0.921 0.029 �0.036 �0.047 0.118 �0.132
CULTURE3 0.475 0.029 0.002 0.015 0.030 0.023
CULTURE4 0.392 0.041 0.032 0.005 0.008 0.081
CULTURE5 0.318 0.032 �0.051 0.009 0.006 0.024
PRIV1 0.060 0.782 0.101 0.264 0.348 0.123
PRIV2 0.079 0.827 0.107 0.297 0.299 0.195
PRIV3 0.015 0.827 0.121 0.335 0.176 0.207
PRIV4 0.001 0.834 0.146 0.363 0.197 0.195
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To prevent method bias, we administered the survey on the
same platform with the same instructions for both countries
(Qualtrics). We surveyed respondents from both countries who
were familiar with social networking and filtered out those who
did not use Facebook. In addition, we surveyed college students in
both countries to minimize the difference in demographics.
Furthermore, we statistically examined the demographic differ-
ences between the two groups. We found that age with a t
(1120) = �17.445 (p < 0.001) and number of Facebook friends with
a t(1124) = 22.219 (p < 0.001) had statistically significant differ-
ences. Considering the means, the US respondents on average were
slightly younger and had more Facebook friends. We computed the
Cohen’s d to determine the effect size. The Cohen’s d for age was
�1.05 (r = 0.46) and 1.46 (r = 0.59) for several Facebook friends. To
account for this, we tested models including both variables as
covariates to our model. Number of Facebook friends did not prove
to have an impact on the independent variables, so this variable
was not included in the model. Age was included as a covariate, as
shown in Fig. 2.

Item bias can be introduced through translation problems and
complex wordings of items. To reduce item bias, we administered
the survey to both subsets of respondents in English (using South
Koreans that took college courses in English, which suggests
fluency), where possible, and used a back-translation procedure to
verify the Korean language survey. We also used existing scales,
where possible, and panel tested our survey items with content
and method experts from both countries.
Table 6
Validity and Reliability.

Factor Cronbach’s Alpha CR AVE CULTUR

CULTURE 0.770 0.764 0.434 0.659
PRIV 0.835 0.890 0.669 0.049 

SEFF 0.903 0.932 0.774 �0.054 

SEV 0.777 0.857 0.599 �0.060 

SUS 0.778 0.856 0.598 0.117 

UPC 0.927 0.953 0.872 �0.101 
3.4. Structural model

The sample size for the present study was n = 1121. The model
consisted of six latent variables. The structural model was tested in
SmartPLS Version 3.2.1 (http://www.smartpls.de). This software
tests the model using partial least squares (PLS) regression, which
allows the relationships among multiple independent and
dependent constructs to be modeled simultaneously [78,79]. Path
coefficients, t-statistics, and p-values were generated using
SmartPLS. PLS also provides an R-squared value for the endogenous
variables. These statistics for the model considered in the present
study are given in Fig. 2.

All paths in Fig. 2 are significant at the p < 0.05 level. H1c was
significant, but the relationship was reversed from what we
expected. The R-squared values for perceived severity and
perceived susceptibility were quite reasonable. The R-squared
value for the use of privacy controls was low, which is not
unexpected because we tested only the influence of perceived
shared risk on this behavior and not any of the other variables that
have been shown to affect the use of privacy controls. We discuss
the implications of these results in the next sections.

4. Discussion

Table 7 shows the results from testing our model, including the
path coefficient and significance of each hypothesis. An examina-
tion of Fig. 2 and Table 7 illustrates that our antecedents explained
a noteworthy amount of the variance for the perceived severity and
perceived susceptibility. Furthermore, our results yield some
important contributions to the field.

We explored the relationship between perceived susceptibility
of others’ information being exposed as a result of the user’s
Facebook activity and the severity of that occurring (H1a). A
significant positive relationship (0.260, p < 0.001) was found
between susceptibility and severity. This reinforces the previous
findings that suggest that perceptions of vulnerability/susceptibil-
ity are positively associated with increased concern of privacy
violations [5,9,17,29]. The result indicates that individuals who
consider that it is likely that another person’s information will be
exposed through their Facebook activity are more likely to believe
that such an information exposure is severe. Facebook is a social
tool, and therefore, personal information is likely to be shared
frequently because that is what people visit the OSN to see. Those
individuals that perceive others to be vulnerable to information
exposure through their OSN activity are cognizant that their
socialization exposes others. Our findings indicate this under-
standing of the general vulnerability of exposing others’ informa-
tion leads to higher levels of severity being assigned to such an
exposure. One interpretation of this may be that people who deem
something as unlikely to happen may have trouble assigning
severity to it (i.e., they contemplate the repercussions less because
they do not believe their OSN activity is exposing others’
information). In contrast, those who consider the likelihood of
others’ information being exposed as a result of their Facebook use
to be high may attach severity to it more easily.
E PRIV SEFF SEV SUS UPC

0.818
0.145 0.880
0.384 0.242 0.774
0.316 0.112 0.353 0.773
0.219 0.219 0.165 �0.032 0.934

http://www.smartpls.de


Fig. 2. Structural Model.

Table 7
Summarized Results.

Hypothesis Indication Coef. P

H1a An individual’s perception of the susceptibility of others to personal information exposure as a result of his or her Facebook activity
is positively associated with the perceived severity of such an exposure.

Supported 0.260 <0.001

H1b An individual’s perception of the severity of his or her Facebook activity leading to the exposure of another person’s personal
information is positively associated with that individual’s use of the Facebook privacy controls.

Supported 0.201 <0.001

H1c An individual’s perception of the susceptibility of others to personal information exposure as a result of his or her Facebook activity
is positively associated with that individual’s use of the Facebook privacy controls.

Reversed �0.103 0.001

H2a Collectivistic cultural leanings are negatively associated with an individual’s perception of the severity of his or her Facebook activity
leading to the exposure of another person’s personal information.

Supported �0.109 0.001

H2b Collectivistic cultural leanings are positively associated with an individual’s perception of the susceptibility of others to personal
information exposure as a result of his or her Facebook activity.

Supported 0.089 0.004

H3a An individual’s concern for his or her own information privacy is positively associated with an individual’s perception of the severity
of his or her Facebook activity leading to the exposure of another person’s personal information.

Supported 0.283 <0.001

H3b An individual’s concern for his or her own information privacy is positively associated with an individual’s perception of the
susceptibility of others to personal information exposure as a result of his or her Facebook activity.

Supported 0.290 <0.001

H4a Facebook self-efficacy is positively associated with an individual’s perception of the severity of his or her Facebook activity leading to
the exposure of another person’s personal information.

Supported 0.184 <0.001

H4b Facebook self-efficacy is positively associated with an individual’s perception of the susceptibility of others to personal information
exposure as a result of his or her Facebook activity.

Supported 0.098 <0.001
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We examined the influence of both elements of perceived
shared risk of information exposure (susceptibility and severity)
on the use of the privacy controls on Facebook. Perceived severity
had a positive influence on the use of privacy controls (H1b: 0.201,
p < 0.001), but perceived susceptibility had a negative influence (
H1c: �0.103, p < 0.01). That is, users who thought that exposing
others’ information as a result of their Facebook use was severe
were more likely to use the privacy controls. This relationship was
as expected; as the severity of exposing others’ information
increased, the use of privacy controls increased. However, users
who considered it likely that others’ information would be exposed
as a result of their Facebook use were less likely to use the privacy
controls. This indicates that only if consequence (i.e., negative
connotation) is associated with sharing others’ information do
users adopt this particular privacy behavior. One interpretation of
this result is that understanding one’s OSN activity exposes others’
information is not enough to spur protective behavior; rather, the
exposure of others’ information has to be viewed as a negative
outcome. Previous research has shown inconclusive evidence for
the use of privacy mechanisms even when considering the user’s
own protection [e.g.,37,38], and our findings also show this to be
the case regarding others’ information. On a positive note, that the
severity of exposing others’ information is associated with higher
use of OSN privacy controls suggests that if a user can be convinced
that exposing others’ information has a negative outcome, it is
possible to convince them to use privacy protecting mechanisms
that reduce that outcome.

We examined three antecedents (individualistic/collectivistic
cultural orientation, individual CFIP, and Facebook information
disclosure self-efficacy) to perceived shared risk that reveal some
interesting insights. Individuals with collectivistic cultural lean-
ings perceive others to be highly susceptible to information
exposure as a result of their Facebook use but consider this
exposure not to be severe. Individuals who have a high concern for
their personal privacy and report high Facebook information
disclosure self-efficacy tend to perceive others to be highly
susceptible to information exposure as a result of the users’
Facebook activity, and they perceive this exposure to be severe.

We measured espoused individualistic/collectivistic cultural
orientation and identified a significant negative influence (H2a:
�0.109, p < 0.01) on the perception of the severity of others’
information being exposed, as hypothesized. That is, collectivistic
cultural leanings suggest a lowered perception of severity, and
individualistic cultural leanings suggest a higher perception of
severity. A collectivistic culture encourages societal participation:
members are expected to share with each other and to take care of
each other. Collectivistic cultures place less emphasis on individual
gain and emphasize doing things for the good of the collective
(group). In this study, we suggested that collectivistic people see
the exposure of others’ information as less severe than individual-
istic people do. Collectivistic cultures are more open (less
secretive) and place great importance on their interaction with
others [48], so sharing information may be more common. In
collectivistic cultures, people interact with each other to a greater
extent and at a more personal level than in Western cultures,
implying that privacy is viewed with a different lens [11] and may
be tied to the scope of the shared information. In other words,
exposing others’ information may not be considered as severe as
long as it is exposed within the intimate in-group. A weak positive
relationship (H2b: 0.089, p < 0.01) was discovered between
individualistic/collectivistic cultural orientation and perceived
susceptibility of another person’s information being exposed
because of the Facebook action of the user. This indicates that users
with a collectivistic cultural orientation are more likely to perceive
others as being susceptible to information exposure as a result of
their own Facebook activity. This aligns with collectivistic cultures
being viewed as more open and likely to share more information.
Thus, collectivists are more likely to expose others’ information but
consider that the exposure is not severe.

We hypothesized that individual privacy concern would
positively impact an individual’s perception of the severity of
his or her Facebook activity leading to the exposure of another
person’s information and the perception of susceptibility of others
to such an exposure. Privacy concern relates to the concern an
individual has over his or her own information being exposed or
misused. We argued that a person who was concerned with the
handling and spread of his or her own information would transfer
that concern to the treatment of other peoples’ information.
Therefore, a person with a high level of privacy concern will
perceive the exposure of others’ information by something he or
she did on Facebook to be severe and also expect an exposure to be
more likely to occur as a result of his or her activity on Facebook.
We found substantial positive support for both relationships (H3a:
0.283, p < 0.001 and H3b: 0.290, p < 0.001). As expected, an
individual with strong privacy concern would consider it severe if
his or her own information was exposed, and therefore, he or she
feels the same about the exposure of someone else’s information.
One interpretation of this finding is that because maintaining
privacy is important to privacy-conscious individuals, they view
the severity to be high if they were the reason that someone else’s
information was exposed. Similarly, we argue that a highly privacy-
conscious person would regard it likely that someone else’s
information could be exposed through his or her Facebook activity
because a highly private person tends to view Facebook as lacking
privacy, given that its sole purpose is to encourage information
exchange and interaction. Therefore, to a private individual, any
activity at all on Facebook is likely to be viewed as capable of
exposing someone’s information.

Facebook information disclosure self-efficacy had a strong
positive relationship (H4b: 0.185, p < 0.001) with an individual’s
perceived severity of others’ information being exposed through
his or her Facebook activity and a weak positive relationship (H4b:
0.097, p < 0.01) with perceived susceptibility of others to
information exposure. This indicates that as users’ confidence in
their ability to use Facebook for information disclosure tasks
grows, so does the perception of the severity of exposing others’
information through their activity and susceptibility of others to
information exposure. We based these hypotheses upon previous
research that suggested that users with a higher self-efficacy in
different types of OSN use are likely to have increased socialization
and information disclosure (e.g., have more friends, share more
information about themselves) [20], be exposed to more risk from
their use [19], and be considerate of outcomes in evaluating their
competency [18]. One interpretation of these results are that high
levels of Facebook information disclosure self-efficacy are associ-
ated with a greater understanding of how information can be
exposed on an OSN and deeper consideration of the outcomes of
such exposure.

We also tested several covariates to perceived shared risk of
information exposure: experience duration, number of Facebook
friends, gender, and age. Youn [8] tested correlations between
gender, age, and Internet use duration with individual risk
(susceptibility and severity), finding negative correlations between
gender and severity and susceptibility. Positive correlations were
discovered between age and Internet use duration and severity and
susceptibility. In our study, the number of Facebook friends was
not found to have a significant relationship with either perceived
shared risk component. Age was found to have a weakly significant
positive relationship (0.083, p < 0.01) only with susceptibility of
others to exposure. This suggests that the older the respondent, the
more likely he or she is to perceive others to be susceptible to
information exposure through his or her Facebook activity. As
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experience duration (i.e., the length of time the user reports having
a Facebook account) increases, the perception of susceptibility of
others to information exposure decreases. No relationship was
found between experience duration and severity of exposing
others’ information. This may indicate that the longer the users
stay on Facebook, the more complacent they become in relation to
harmful outcomes. Another explanation may be that, over time,
Facebook users become less active on the platform, leading to
decreased perceptions of susceptibility. Gender had a positive
relationship with severity of exposing others’ information,
indicating that females tend to perceive exposing others’
information through their OSN activity as less severe than males.
No relationship was found between gender and susceptibility of
others to exposure.

5. Contributions, limitations, and future research

In this study, we contribute to the information privacy literature
by examining users’ perceptions of the risk their OSN activity poses
to others’ information. This is an under-studied perspective on
information disclosure because most studies concentrate on
individual perceptions of privacy concern related to one’s own
information (e.g., organizational or peer use of one’s personal
information). Our contribution provides a step in the direction of
exploring information disclosure decisions for co-owned informa-
tion; that is, when the information one wants to share on an OSN
involves not only one’s own personal information but other
people’s information as well.

Our findings indicate that making a user more aware of the
severity of exposing others could increase the use of OSN privacy
controls, which are a privacy protection mechanism that does not
severely limit the use of the platform. Thus, one suggestion for
practice from our results would be to encourage people to make
their friends aware of how they feel with regard to exposure of
their personal information. It may be possible that simply telling
friends that you would negatively view them posting a picture or
talking about you on social media may be enough to encourage
some limited protection behaviors. Future studies can consider the
impact of such training or awareness on Facebook use in general
and use of privacy protection mechanisms specifically.

Our study examined several antecedents to perceived shared
risk of information exposure. Culture is commonly associated with
privacy and risk beliefs, and our study illustrated that there is
indeed a difference in perspectives between collectivists and
individualists with respect to consideration of others’ information
exposure. We also found that our Korean participants had a lower
collectivistic cultural orientation than expected. Interesting future
research could include investigations of perceived shared risk in
countries that may report stronger collectivistic leanings (e.g.,
China). In this study, we examined only the individualistic/
collectivistic element of culture. Future studies can consider more
granular examinations of culture and perceived shared risk. The
present study explored the relationships between individual
privacy concern and perceived shared risk of information
exposure. However, as CFIP illustrates [3,51], individual privacy
concern can be a function of granular information handling
concerns. Furthermore, privacy studies have studied elements of
privacy, such as awareness and control [4,6], that may have
interesting implications for co-owned information. Future studies
can explore variations on this theme by deepening the examina-
tion of both individual privacy-related antecedents to perceived
shared risk (e.g., dispositional privacy, privacy awareness, privacy
self-efficacy) and considering an expansion of the conceptualiza-
tion of perceived shared risk following the roadmap laid out for
individual privacy concern. One important extension of the present
study relating to this suggestion is to include the benefits of OSN
use in the perceived shared risk model that are tailored to
perceived shared risk. Though the focus of the present study was to
develop the notion of perceived shared risk, benefits that may
counteract the risk are an important element of the privacy
calculus [1,5,42,80].

The ideal way to protect other people’s information is simply
not to disclose anything the other individuals may want to remain
confidential. However, information disclosure is the central driver
of OSN functionality, and this stimulates further disclosure,
especially for information that may drive interaction. The desire
to participate may increase the likelihood of undesired information
exposure. Therefore, the decision to share information becomes a
part of a tradeoff between a desire to participate versus a desire to
protect confidentiality [5,11]. The user’s conundrum is either to
violate the privacy of the other person or to restrict his or her
participation on the platform, similar to classic gossip behavior.

There is also a potential conflict between what the OSN user
considers private information and what the other person would
want kept confidential. Deciding whether to disclose another’s
information relies on the judgment of the individual, and the
societal norms of what is considered private. Therefore, users may
feel that exposing someone’s private information would have
severe consequences but consider very little information to be
private. The exploration of the privacy tradeoff and shifting
attitudes on what is considered private are rich areas for future
research, and our findings indicate that such exploration is
necessary to increase the awareness of the impact a person’s
OSN use may have on others. There are many opportunities to
further the examination of privacy from an interpersonal and co-
owned information perspective. Developing new constructs that
are contextualized to the consideration of others during informa-
tion disclosure decisions would be interesting future research. For
example, constructs or scales that explicitly examine privacy
protection behaviors with respect to others’ information could be
developed.

6. Conclusion

This study considers privacy from a novel perspective—
individual perceptions of the exposure of others’ personal
information through one’s own OSN activity. Specifically, we
introduce the concept of perceived shared risk as being composed
of two components: severity of exposing others’ information and
susceptibility of others to information exposure from the user’s
OSN activity.

We also explore three antecedents that influence the consider-
ation of the risk to others’ information. We find that people with an
individualistic cultural orientation, a high level of concern for their
own privacy, and high Facebook information disclosure self-
efficacy view exposing another person’s personal information
through their Facebook activity to be severe. Collectivistic cultural
orientation, individual privacy concern, and Facebook information
disclosure self-efficacy have significant positive relationships with
perceived susceptibility.

Furthermore, we present findings that explore the impact of
perceived shared risk on the use of Facebook privacy controls.
Contrary to expectations, we found that those with a higher
perceived susceptibility reported being less likely to use privacy
controls. However, those with a higher perceived severity of
exposing others’ information were more likely to use Facebook’s
privacy controls. We suggest that the latter finding could reflect the
view that the use of privacy controls would at least reduce the
audience size to which other’s information was disclosed (i.e., the
scope of the information disclosure).

Although our study has developed the concept of perceived
shared risk and provided an initial exploration of its use, we
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believe that there are many interesting avenues that future
research could explore with regard to consideration of others and
co-owned information. Our study serves to introduce the concept
of perceived shared risk, provides a rich examination of its
drivers, and explores its influence on the use of Facebook privacy
controls.
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